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ABSTRACT

Area biased Ailamujia distribution is considered. The classical maximum likelihood estimator has been
obtained. Bayesian method of estimation is employed in order to estimate the scale parameter of area
biased Ailamujia distribution by using quasi and gamma priors. In this paper, the Bayes estimators of the
scale parameter have been obtained under squared error, precautionary and weighted loss functions.
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INTRODUCTION

Ailamujia distribution is proposed by Lv et al., (2002). Uzma et al., (2017) studied the weighted version
Ailamujia distribution. Reshi et al., (2019) studied the Bayesian estimation of parameter of Ailamujia
distribution using Linex and entropy loss function. Ahmad et al., (2017) studied the transmuted Ailamujia
distribution. Area biased Ailamujia distribution is a newly proposed lifetime model formulated by
Jayakumar and Elangovan (2019).The probability density function of area biased Ailamujia distribution is
given by

f(x;¢9)=gx39“e29X x>0, 6>0. (1)

2. Classical Method of Estimation

In classical approach, mostly we use the method of maximum likelihood. The alternative approach is the
Bayesian approach which was first discovered by Rev. Thomas Bayes. In this approach, parameters are
treated as random variables and data is treated as fixed. Recently Bayesian approach to estimation has
received great attention by most researchers.

Theorem 1. Let X, X,,.ccccuen. ,X, be a random sample of size n having probability density function (1),
then the maximum likelihood estimator of parameter 6 is given by
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Proof. The joint density function or likelihood function of (1) is given by
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The log likelihood function is given by
log f(g;@):nlogg+4nlog 49+Iog(]_[xf’j—202xi (4)
i=1

i=1
Differentiating (4) with respect to 6 and equating to zero, we get
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3. Bayesian Method of Estimation
In Bayesian analysis the fundamental problem are that of the choice of prior distribution g (0) and a loss

function L(H,@j . The squared error loss function for the scale parameter 6 are defined as

L(éﬂj :(é— ejz ©

The Bayes estimator under the above loss function, say, és is the posterior mean, i.e,

0s =E(0) ©)
This loss function is often used because it does not lead to extensive numerical computations but several
authors (Zellner, 1986; Basu and Ebrahimi, 1991) have recognized that the inappropriateness of using
symmetric loss function. Norstrom (1996) introduced an alternative asymmetric precautionary loss
function and also presented a general class of precautionary loss functions with quadratic loss function as
a special case. A very useful and simple asymmetric precautionary loss function is given as

. 2

- [o-0]
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0

The Bayes estimator under precautionary loss function is denoted by &, and is obtained by solving the
following equation.

” b
0 = E(0°)] 9)
Weighted loss function (Ahamad et al., 2016) is given as

2
- (6-0)

The Bayes estimator under weighted loss function is denoted by &w and is obtained as

o]

Let us consider two prior distributions of 6 to obtain the Bayes estimators.
(i) Quasi-prior: For the situation where the experimenter has no prior information about the parameter 6,
one may use the quasi density as given by

gl(ﬁ):eid;ébo,dzo, (12)

where d = 0 leads to a diffuse prior and d = 1, a non-informative prior.
(if) Gamma prior: The most widely used prior distribution of 6 is the gamma distribution with parameters

a and SB(>0) with probability density function given by

Centre for Info Bio Technology (CIBTech)



International Journal of Physics and Mathematical Sciences ISSN: 2277-2111 (Online)
An Open Access, Online International Journal Available at http://www.cibtech.org/jpms.htm
2020 Vol. 10, pp. 21-28/Rao and Pandey

Research Article

ﬂa a-1,-/30
f)=——60"e" ;06>0. 13
9,(0) = @ (13)
3.1 Bayes Estimators under g, (9)
The posterior density of 6 under g, (49) , on using (3), is given by

(i)

pin-s e—zeéxi
foree = do
0
n 4n—-d+1
(ng‘j S
— i=! 6 n— e il 14
I'(4n—d+1) (14)

Theorem 2. Assuming the squared error loss function, the Bayes estimate of the scale parameter 0, is of
the form

p, - an-d+1 (15)

ZZn: X
i=1
Proof. From equation (7), on using (14),
0s =E(0)=[01 (6/x) do

n An—d+1
(24 e
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Theorem 3. Assumlng the precautionary loss function, the Bayes estimate of the scale parameter 6, is of
the form
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Proof. From equation (9), on using (14),
2
(epj =E(0°)=[6°(6/x)do
n 4n—-d+1
2> X . 0
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Theorem 4. Assuming the weighted loss function, the Bayes estimate of the scale parameter 9, is of the
form

(16)

A~ 4n-d
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Proof. From equation (11), on using (14),
-1 -1

~ 1 1
6w =E|l = =||=f(8/x)do

<(3)] szt
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(17)
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3.2 Bayes Estimators under g, (6’)
Under g, (0) , the posterior density of 0, using equation (3), is obtained as

8" van( 1 o3 7202)(‘& a-1,-p0
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< 8 " 4n n 3 720;:‘)“ ﬁa a-1.-/36
([5) 0 ({x Je ™" oo

i=1

f(6/x)=
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Theorem 5. Assuming the squared error loss function, the Bayes estimate of the scale parameter 6, is of
the form

gs = nte (19)
B+2Y %,
i=1
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Proof. From equation (7), on using (18),

0s =E(0)=[0f (6/x) do

n anta
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Theorem 6. Assuming the precautionary loss function, the Bayes estimate of the scale parameter 9, is of
the form

b [(4n+a+1)(4n+a)] 0)
B+2 X

Proof. From equation (9), on using (18),

(épjz =E(6*)=[6*1 (6/x)d0
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or, Op = .
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Theorem 7. Assuming the weighted loss function, the Bayes estimate of the scale parameter 9, is of the
form
~ dn+a-1

Ow = -
B+2D %,
i=1
Proof. From equation (11), on using (18),

Ow :[E[%ﬂl :D%f (e/g)da}l
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Conclusion

In this paper, we have obtained a number of estimators of parameter of area biased Ailamujia distribution.
In equation (2) we have obtained the maximum likelihood estimator of the parameter. In equation (15),
(16) and (17) we have obtained the Bayes estimators under squared error, precautionary and weighted loss
functions using quasi prior. In equation (19), (20) and (21) we have obtained the Bayes estimators under
squared error, precautionary and weighted loss functions using gamma prior. In the above equation, it is
clear that the Bayes estimators depend upon the parameters of the prior distribution.

REFERENCES

Ahmad A, Ahmad SP, Ahmad A (2017). Performance rating of Transmuted Ailamujia distribution: An
Analytical Approach. Journal of Applied information Sciences, 1 31-34.

B Jayakumar and R Elangovan, (2019). A New Generalization of Ailamujia Distribution with
Applications in Bladder Cancer Data. International Journal of Scientific Research in Mathematical and
Statistical Sciences, 6(1) 61-68.

Basu AP and Ebrahimi N (1991). Bayesian approach to life testing and reliability estimation using
asymmetric loss function. Journal Statistics Planning and Inferences, 29, 21-31.

Centre for Info Bio Technology (CIBTech)



International Journal of Physics and Mathematical Sciences ISSN: 2277-2111 (Online)
An Open Access, Online International Journal Available at http://www.cibtech.org/jpms.htm
2020 Vol. 10, pp. 21-28/Rao and Pandey

Research Article

Kaisar Ahmad, SP Ahmad and A Ahmad, (2016). Classical and Bayesian Approach in Estimation of
Scale Parameter of Nakagami distribution. Journal of Probability and Statistics, Hindawi Publishing
Corporation, Article ID 7581918, 8 pages.

Lv HQ, Gao LH, Chen CL (2002). Ailamujia distribution and its application in supportability data
analysis. Journal of Academy of Armored Force Engineering, 16(3) 48-52.

Norstrom JG (1996). The use of precautionary loss functions in Risk Analysis. IEEE Trans. Reliab.,
45(3), 400-403.

Reshi JA et al., (2019). Bayesian Inference of Ailamujia distribution Using Different Loss Functions.
Bayesian Analysis and Reliability Estimation of Generalized Probability Distributions, edited by Afaq
Ahmad, AR Publisher, pp. 41-49, ISBN: 978-81-936820-7-4, DOI: 10.21467/ books. 44.4.

Uzma J, Fatima K and Ahmad SP (2017). On Weighted Ailamujia distribution and its applications to
life time data. Journal of Statistics Applications and Probability 7(3) 619-633.

Zellner A (1986). Bayesian estimation and prediction using asymmetric loss functions. Journal of
American Statistics Association 91, 446-451.

Centre for Info Bio Technology (CIBTech)



