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ABSTRACT 

In the present paper, K denotes a complete, non-trivially valued, ultrametric field.  Infinite 

matrices, sequences and series have entries in K. The purpose of this paper is to prove some 

interesting properties of the (M, n) method (or the M-method), introduced earlier by Natarajan 

(2002), in such a field K. 
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INTRODUCTION 

Throughout the present paper, K denotes a complete, non-trivially valued, ultrametric field.  

Infinite matrices, sequences and series have entries in K. 

 

Given an infinite matrix A = (ank), n, k = 0, 1, 2, ... and a sequence x = {xk},  

k = 0, 1, 2, ..., by the A-transform of the sequence x = {xk}, we mean the sequence  

A(x) = {(Ax)n}, where 

,0,1,2,....n,xa(Ax)
0k

knkn 




 

it being assumed that the series on the right converge.  If ,(Ax)lim n
n




 we say that  

x = {xk} is summable A or A-summable to ℓ.  If ,(Ax)lim n
n




 whenever ,xlim k
k




 we say 

that the matrix method A is regular. The following theorem, which gives necessary and sufficient 

conditions for A to be regular in terms of its entries, is well-known (see, for instance, Monna 

(1963)). 

 

Theorem 1.1. A = (ank) is regular if and only if 

(i) nk
kn,

asup ; 

(ii) 0,1,2,...;k0,alim nk
n




 

and 

(iii) 1.alim
0k

nk
n






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An infinite series 


0k

kx  is said to be A-summable to ℓ if {sn} is A-summable to ℓ where 

,xs
n

0k

kn 


  n = 0, 1, 2, ... . 

 

The M-method of summability was introduced earlier by Natarajan and some of its 

properties were studied in Natarajan (2002).  Since the M-method depends on a sequence {n} in 

K, we shall henceforth call the M-method as (M, n) method.  In the present paper, we shall 

study some interesting properties of the (M, n) method. 

 

Definition 1.1. Let {n} be a sequence in K such that .0λlim n
n




  The (M, n) method is defined 

by the infinite matrix A = (ank), where 












.nk0,

;nk,λ
a

kn

nk  

 

 

Remark 1.1. In this context, we note that the (M, n) method reduces to the Y-method of 

Srinivasan (see Srinivasan (1965)), when K = Qp, 0 = 1 = 
2
1  and n = 0, n  2. 

 

REGULARITY, CONSISTENCY AND LIMITATION THEOREMS 

Theorem 2.1. The method (M, n) is regular if and only if .1λ
0n

n 




 

Proof. Let (M, n) be regular.  Since ,0λlim n
n




 


0n

nλ  converges.   

Now, 1.alim
0k

nk
n







  i.e., ,1λlim
n

0k

kn
n







  i.e., ,1λlim
n

0k

k
n





 i.e.,  .1λ

0k

k 




  Conversely, if 

,1λ
0n

n 




 .1λλlimalim
0k

k

n

0k

k
n

0k

nk
n

 










 

Since ,0λlim n
n




 ,0λlimalim kn
n

nk
n

 


 k = 0, 1, 2, ... .  

Since {n} is bounded, it follows that .asup nk
kn,

  In view of Theorem 1.1,  

(M, n) = (ank) is regular.                 □ 

 

Definition 2.1. Two matrix methods A = (ank), B = (bnk) are said to be consistent, if whenever x 

= {xk} is A-summable to s and B-summable to t, then s = t. 

 

Theorem 2.2. Any two regular methods (M, n), (M, n) are consistent.  
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Proof. Let (M, n), (M, n) be two regular methods.  Then .0μlimλlim n
n

n
n




 Let  

n = 0 n + 1 n1 +  + n 0, n = 0, 1, 2, ... .  Let un = n x0 + n1 x1 +  + 0 xn  s, n   

and vn = n x0 + n1 x1 +  + 0 xn  t, n  .  

Now, 

wn = 0 xn + 1 xn1 +  + n x0  

     = (0 0) xn + (0 1 + 1 0)xn1 +  + (0 n + 1 n1 +  + n 0) x0  

     = 0 [ 0 xn + 1 xn1 +  + n x0] + 1 [ 0 xn1 + 1 xn2 +  + n1 x0]  

               +  + n [ 0 x0]  

     = 0 vn + 1 vn1 +  + n v0  

     = [0 (vnt) + 1 (vn1t) +  + n (v0t)] + t ( 0 + 1 +  + n). 

Since ,t)(vlim0λlim n
n

n
n




 

  ,0t)(vλt)(vλt)(vλlim 0n1n`n0
n

 


  

in view of Theorem 1 of Natarajan (1978).  Thus 

t,λtwlim
0n

nn
n

 





 

since ,1λ
0n

n 




 (M, n) being regular, using Theorem 2.1.  In a similar fashion, we can prove 

that swlim n
n




, so that s = t. Consequently (M, n), (M, n) are consistent.           □ 

 

Theorem 2.3. (Limitation theorem) If {xn} is (M, n) summable, where |n| < |0|, n  1, then 

{xn} is bounded. 

Proof. Note that, since |0| > |1|, 0  0.  Let 

un = 0 xn + 1 xn1 +  + n x0,     n = 0, 1, 2, ... . 

Then {un} converges and so bounded. 

Thus |un|  M, n = 0, 1, 2, ... . 

u0 = 0 x0 

so that 

.
λ

M

λ

u
x

00

0
0   

Let now 

1).(n0,1,2,...,k,
λ

M
x

0

k   

0 xn = 1 xn1 +2 xn2 +  + n x0  un , 

,MM,
λ

M
λmaxxλ

0

0n0 












  

from which it follows that |xn|  
0λ

M
.  This completes the induction.  Thus {xn} is bounded. 

                  □ 
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Consequently we have the following result. 

 

Theorem 2.4. A power series 


0n

n

n xa  is not (M, n) summable outside its circle of 

convergence, where |n| < |0|, n  1. 

Proof. Let 


0n

n

n xa  be (M, n) summable at x = x0.  Then using Theorem 2.3, there exists M > 0 

such that 

M,xa
n

0n   

i.e.,  ,
x

M
a

n

0

n   

i.e.,  .
x

M
a

0

n

n

1

n

1

  

So 

1Mlimsince,
x

1
alim n

1
n

1

n
0

n
n




, 

i.e.,  
0x

1

ρ

1
 , 

i.e.,  ρx0  , 

 being the radius of convergence, proving the theorem.              □ 

 

INCLUSION THEOREM AND EQUIVALENCE 

K(x) denotes the ultrametric algebra of all formal power series 


0n

n

n xα  for which  0αlim n
n




 

under the norm 

.αsupxα n
0n0n

n

n






  

The following lemma was proved in Van Rooij (1978) (p. 233, Corollary 6.39).  

 

Lemma 3.1. An element 





0n

n

n xαf(x)  of K(x) is invertible if and only if |n| < |0|,  

n = 1, 2, ... . 

 

Theorem 3.1. (Inclusion theorem) Let (M, n), (M, n) be given methods where  

|n| < |0|, n = 1, 2, ... .  Then (M, n)  (M, n), i.e., whenever {sn} is summable  
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(M, n) to s, then it is also summable (M, n) to s, if and only if 1k
0n

n 




 where 

.xkk(x)
λ(x)

μ(x)

0n

n

n




  

Proof. Let 





0n

n

n xλλ(x) , 





0n

n

n xμμ(x) .  The series on the right converge for |x| < 1, since 

.μlim0λlim n
n

n
n 

   Since |n| < |0|, n = 1, 2, ..., (x) is invertible in view of Lemma 3.1.  Let 

{un}, {vn} be the (M, n), (M, n) transforms of {sn} respectively.  If  

|x| < 1,  

μ(x)s(x).

xsxμ

)xsμsμs(μxv

0n

n

n

0n

n

n

0n

n

0n1n1n0

0n

n

n















































 

Similarly 

1.xifλ(x)s(x),xu
0n

n

n 




 

Now, 

   k(x) (x) = (x), 

        k(x) (x) s(x) = (x) s(x), 

i.e., .xvxuk(x)
0n

n

n

0n

n

n 
















 

Thus 

,ua

ukukukv

0j

jnj

0n1n1n0n










 

 

where 












.nj0,

;nj,k
a

jn

nj  

If (M, n)  (M, n), (anj) is regular.  So 0alim n0
n




, 

i.e., 0klim n
n




 and so 


0n

nk  converges. Also 1alim
0j

nj
n







, 

i.e., 1klim
n

0j

jn
n







, i.e., 1klim
n

0j

j
n





, 
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i.e., 1k
0n

n 




.  Conversely, if 1k
0n

n 




, then it follows that (anj) is regular and so sulim j
j




 

implies svlim n
n




, i.e., (M, n)  (M, n), completing the proof of the theorem.   

                □ 

 

As a consequence of Theorem 3.1, we have  

 

Theorem 3.2. Let (M, n), (M, n), be given methods with |n| < |0|, |n| < |0|, n  1.  Then (M, 

n) and (M, n) are equivalent, i.e., (M, n)  (M, n) and vice versa, if and only if 

1hk
0n

n

0n

n 








 where 





0n

n

n xkk(x)
λ(x)

μ(x)
 and 






0n

n

n xhh(x)
μ(x)

λ(x)
. 

 

TAUBERIAN THEOREMS 

 

We need the following result in the sequel. 

 

Theorem 4.1. (see Natarajan (1997), Theorem 1) Let A be any regular matrix method and 


0n

na  

be A-summable to s.  Let 


n
n

alim .  If A({n}) diverges, then 


0n

na  converges to s.  In other 

words, 


n
n

alim  is a Tauberian condition provided A({n}) diverges. 

 

As a consequence of Theorem 4.1, we now have 

 

Theorem 4.2. If 


0n

na  is (M, n) summable to s, (M, n) being regular and if 


n
n

alim , then 




0n

na  converges to s. 

Proof. In view of Theorem 4.1, it suffices to prove that {n} is not summable by the regular (M, 

n) method. 

Let  

un = 0 . n + 1 . (n1) +  + n1 . 1 + n . 0. 

Then 

un  un1 = {0 . n + 1 . (n1) +  + n1 . 1}  {0 . (n1) + 1 . (n2) +  + n2 . 1} 

      = (0 + 1 +  + n1). 

So 

1λ)u(ulim
0n

n1nn
n

 







, 

(M, n) being regular.  Thus {un} is not cauchy and so diverges, i.e., {n} is not summable (M, 

n), completing the proof.                 □ 
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We now introduce the following. 

 

Definition 4.1. Let s = {s0, s1, s2, ...}, s  = {0, s0, s1, ...}, s
*
 = {s1, s2, ...}.  A summability method 

A is said to be translative if s  and s
*
 are summable to ℓ whenever s is summable to ℓ. 

 

Theorem 4.3. Every (M, n) method is translative. 

Proof. Writing A  (M, n), 

,u

s.λs.λs.λ

s.λs.λs.λ.0λ)s(A

1n

1n012n01n

1n012n01nnn

















 

where 

un = n . s0 + n1 . s1 +  + 0 . sn,      n = 0, 1, 2, ... . 

So, if un  ℓ, n  , then (A s )n  ℓ, n  .  Also 

 (As
*
)n = n . s1 + n1 . s2 +  + 0 . sn+1 

 = (n+1 . s0 + n . s1 +  + 0 . sn+1)  n+1s0 

 = un+1  n+1 . s0 

  ℓ, n  ,    since   un+1  ℓ, n     and   n  0, n  . 

Thus the method (M, n) is translative.               □ 

 

Using Theorem 3 of Natarajan (1997), we now have the following result. 

 

Theorem 4.4. If 


0n

na  is summable to s by a regular (M, n) method and 


)a(alim n1n
n

, 

then 


0n

na  converges to s. 

 

Using Theorem 5 of Natarajan (1997), we have the following result for regular (M, n) 

method. 

 

Theorem 4.5. If 


0n

na  is summable by a regular (M, n) method, then the following Tauberian 

conditions are equivalent: 

(i) an  ℓ, n  ; 

(ii)  an  an+1  an  ℓ, n  . 

If, further, an  0, n = 0, 1, 2, ..., each of 

(iii) 1
a

a

n

1n  , n  ; 

and 

(iv) 2
a

aa

1n

n2n 




 , n   
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is a weaker Tauberian condition for the summability of 


0n

na  by a regular (M, n) method. 
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