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ABSTRACT 
Diabetes is a common, long-term disease. Diabetes prediction at an early stage can lead to better 

treatment. Data mining techniques are widely used for early disease prediction. Diabetes is predicted 

using significant attributes in this research paper, and the relationship between the various attributes is 

also described. For diabetes, various tools are used to determine significant attribute selection, as well as 

clustering, prediction, and association rule mining. The principal component analysis method was used to 

select significant attributes. Our findings show a strong link between diabetes and body mass index (BMI) 

and glucose. The gradient boosting classifier algorithm was used to predict diabetes. 
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INTRODUCTION 

Diabetes is one of the most dangerous diseases in the world. Diabetes is caused by obesity, high blood 

glucose levels, and so on. It affects the hormone insulin, causing abnormal crab metabolism and 

improving blood sugar levels. Diabetes develops when the body does not produce enough insulin. 

According to the World Health Organization, approximately 422 million people in low or middle-income 

countries suffer from diabetes. This figure could be increased to 490 billion by 2030. Diabetes is 

prevalent in several countries, including Canada, China, and India. With India's population now 

exceeding 100 million, the actual number of diabetics in the country is 40 million. Diabetes is a leading 

cause of death worldwide. Diabetes, for example, can be controlled and saved by early detection. To that 

end, this work investigates diabetes prediction using various diabetes disease-related attributes. We use 

the Pima Indian Diabetes Dataset for this purpose, and we use various Machine Learning classification 

and ensemble Techniques to predict diabetes. Machine Learning is a method for explicitly training 

computers or machines. Various Machine Learning Techniques provide efficient results for knowledge 

collection by constructing various classification and ensemble models from collected datasets. This type 

of data can be used to predict diabetes. Various Machine learning techniques are capable of prediction, 

but selecting the best technique is difficult.As a result, we use popular classification and ensemble 

methods on datasets for prediction. 

PROBLEM STATEMENT 

Diagnosis of diabetes is one of the most challenging and considerable duties in medicine. Several traits 

need to be acquired to forecast the illness, such as plasma glucose concentration, diastolic blood pressure, 

triceps, pores and skin fold thickness, serum insulin, physique mass, and age, which can also take time to 

analyse and make the ultimate judgement. The project's intention is to discover and enforce diabetic 

conditions the use of computer getting to know algorithms. To enhance diabetes prediction, a computer 

studying method used to be developed here. 

EXISTING SYSTEM 

Many studies have been undertaken to identify diabetes. Data was investigated in an existing system 

using mining approaches such as clustering and classification. Diabetes prediction techniques such as k-

NN, k-means, and the branch and bound algorithm were suggested. For the comparison study, a basic 
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diabetes dataset is used. The significance of feature analysis for diabetes prediction using a machine 

learning approach is explored.The accuracy of classification and prediction is not very high. 

PROPOSED SYSTEM 
The proposed system study is a binary classification and regression problem classification of the kaggle 

dataset for diabetes. This is proposed to be accomplished using machine learning and a classification 

algorithm. The gradient boosting classifier algorithm is proposed for machine learning. Through machine 

learning techniques, the proposed system improves prediction accuracy. 

SYSTEM ARCHITECTURE DIAGRAM 

 
H/W SYSTEM CONFIGURATION 

Processor - Pentium – IV 

RAM - 4 GB (min)  

Hard Disk - 20 GB 

S/W SYSTEM CONFIGURATION 

Operating System: Windows 7 or 8  

Software             : python Idle 

 

GRADIENT BOOSTING CLASSIFIER 

Gradient Boosting is the most powerful ensemble technique for prediction and classification. It combines 

week learner models to create powerful learner models for prediction. It employs the Decision Tree 

model. It is a very effective and popular method for classifying complex data sets. The performance of the 

gradient boosting model improves over iterations. 

 

MATERIALS AND METHODS  

DATA COLLECTION 

Diabetes is one of the most dangerous chronic diseases, affecting 422 million people worldwide, 

according to a WHO report from 2018. The dataset contains 520 people's records of diabetes-related 

symptoms. It includes records of people, as well as symptoms that may indicate diabetes. The dataset 

includes 17 attributes that include information about diabetes symptoms and patient conditions. 

DATA PREPROCESSING 

The most crucial process is data preparation. Most healthcare data has missing values and other 

contaminants that might reduce data effectiveness. Data preprocessing is performed to increase the quality 
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and effectiveness of the results acquired from the mining process. The method is critical for accurate 

results and good prediction when using Machine Learning Techniques on a dataset. 

FEATURE EXTRACTION 

The feature extraction algorithm is used to extract the patient feature values individual feature condition 

of the patient. The attribute-based feature extraction techniques extracted the attribute-based feature 

extraction algorithm. 

 

CLASSIFICATION 

After training the data set on feature values, we performed classification based on dataset preprocessing. 

Gradient boosting classifier algorithms were used after the data preprocessing and selection processes 

were completed. Finally, we calculated the system's prediction accuracy. 

 

SCREEN SHOTS 
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RESULTS AND DISCUSSION 

Several stages were done in this work. The suggested approach employs various classification and 

ensemble algorithms and is written in Python. These are common Machine Learning approaches for 

obtaining the highest accuracy from data. In this paper, we see that the gradient boost classifier 

outperforms the others. Furthermore, to attain high performance prediction. 

 

CONCLUSION 

This project's main goal was to design and implement Diabetes Prediction Using Machine Learning 

Methods, and it was a success. The proposed technique includes various classification and ensemble 

learning methods, including the Gradient Boosting classifier algorithm. In addition, 77 percent 

classification accuracy was achieved. The experimental results can help health care providers make early 

predictions and decisions to cure diabetes and save people's lives. 
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