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ABSTRACT 

The aim of this paper is to analyze Bi-level threshold policy of  MX/(G1, G2)/1 with single vacation (SV) 

queue in a fuzzy environment. A mathematical Non linear programming (NLP) method is used to 

construct the membership function of the system characteristic in which the batch arrival-rate, expected 

group size, setup time, vacation time, service time for first essential service(FES), service time for second 
optional service(SOS) and probability for opting second channel are all fuzzy numbers. The α-cut and 

zadeh’s extension principle are used to transform a fuzzy queue into a family of conventional crisp queue. 

By means of the membership functions of the system characteristic, a set of parametric NLP is developed 
to calculate the lower and upper bound of the system characteristics function at α. Moreover a numerical 

example is also illustrated to check the validity of the proposed approach.  

 

Keywords: Bi–Level Threshold Policy, First Essential Service, Second Optional Service, Early Setup, 
Vacation Policy, α-Cut, Membership Function and Zadeh’s Extension Principle 

 

INTRODUCTION 
The first study of batch arrival queuing system with N policy was carried out by Lee and Srinivasan 

(1989). In their paper they have discussed the mean waiting time of an arbitrary customer and a procedure 

to find the stationary optimal policy under a linear cost structure. Later, many authors including Lee et al., 

(1994a, 1994b) have analyzed the N policy of 𝑀𝑋/𝐺/1 queuing models with servers having multiple and 

single vacation. But these models do not involve the server’s setup time. In queuing models, server’s 

setup time corresponds to the preparatory work of the server before starting his service. Hur and Park 

(1999) and Ke (2001) are some of the authors who analyzed the N policy of 𝑀𝑋/𝐺/1 queuing models 
with server’s setup time. The batch arrival queuing system with double threshold policy, setup time and 

vacation are analyzed by Lee et al., (2003) is among the most general queuing system with threshold 

policies  

But in everyday life there are queuing situations where all the arriving customers require the first essential 
service and some may require the second optional service provided by the same server. Madan (2000) has 

introduced the concept of second optional service, where the customers may depart from the system either 

with probability (1-r) or may immediately opt for second optional service with probability r. Choudhury 
and Paul (2006) have extended the results of Madan. Later Madan and Choudhury (2006) have studied 

the steady state analysis of the 𝑀𝑋/(𝐺1, 𝐺2)/1 queue with restricted admissibility. Recently Julia Rose 

Mary et al., (2011) introduced Bi-level threshold policy of 𝑀𝑋/(𝐺1, 𝐺2)/1/SV queue. In this model they 

obtained the stationary probability generating function of the queue length distribution through 
supplementary variable techniques and derived the expected length of the cycle (orbit size). The various 

performance measures were also calculated. In their paper, the inter arrival time, service times, setup 

time, vacation time are assumed to follow certain probability distributions with fixed parameters. 
In real life in many situations the parameter may only be characterized subjectively (i.e) the system 

parameters are both possibilistic and probabilistic. Thus fuzzy analysis would be potentially much more 

useful and realistic than the commonly used crisp concepts. Li and Lee (1989) investigated analytical 

results for two fuzzy queues using a general approach based on Zadeh’s extension principle. Nagi and Lee 
(1992) proposed a procedure using α cut and two variable simulations to analyze fuzzy queues. Using 



International Journal of Applied Engineering and Technology ISSN: 2277-212X (Online)  

An Open Access, Online International Journal Available at http://www.cibtech.org/jet.htm  

2014 Vol. 4 (1) January-March, pp.46-53/Mary and Jenitta 

Research Article 

© Copyright 2014 | Centre for Info Bio Technology (CIBTech)  47 

 

parametric programming Kao et al., (1999) constructed the membership function of system characteristics 

for fuzzy queues. Chauan et al., (2007) have obtained the membership function of system characteristics 

of a retrial queuing model with fuzzy arrival, retrial and service rate. Jeeva and Rathnakumari (2012) 
analyzed a batch arrival single server, Bernoulli feedback queue with fuzzy vacations. Recently Ramesh 

and Kumara (2013) also introduced a batch arrival queue with multiple servers and fuzzy parameters. 

With the help of these available literatures we determine the bi-level threshold policy of bulk arrival 
queue with second optional service and single vacation in fuzzy environment. 

Model Description 

Consider bi-level threshold policy of 𝑀𝑋/(𝐺1, 𝐺2)/1/SV queue. The orbit size and the normal queue size 

are assumed to be infinite. The customer arrives according to the compound Poisson process with random 
arrival size X. The server is turned off and leaves the system for a vacation of random length V, each time 

when the system becomes empty. After returning from the vacation if the server finds the system size is 

less than m then he remains idle (build up period) in the system until the queue length reaches at least m. 
On the other hand, if the server finds m or more customers in the system at the end of the vacation then he 

immediately starts the setup operation which takes the random length D (early setup).After the setup 

period, if the number of customers in the queue is less than N (N≥ 𝒎), then the server remains again idle 

(dormant) until the queue length reaches at least N. Instead, at the end of the set up period if the server 
finds more than N customers waiting in the system then the server immediately begins to serve the 

customers. Here, the idle period of the server is made up of vacation period; build up period, setup period 

and dormant period. 
If the queue length reaches N or more either at the end of the setup period or at the end of the dormant 

period, the server begins a busy period. During busy period the server provides to each unit, two stages of 

heterogeneous service of which one is optional, that is , the server begins to serve the first phase of 

essential service(FES) for all the units. After the completion of FES of a unit, the customer may leave the 
system with probability(1-r) or may opt for a second optional service(SOS) in an additional channel by 

the same server with probability r (0 ≤ r ≤ 1). The server continues this type of service until the system 

becomes empty and then turned off the system. Thus a cycle is completed. The system will be turned on 

again for setup when at least m customers are present in the system. The service times 𝑠1 and 𝑠2 of two 

channels (FES and SOS) are assumed to be mutually independent of each other. According to this model 

the expected length of the cycle (orbit size) and mean system size E(N) are obtained as 

𝐸(𝑇𝑐𝑦𝑐𝑙𝑒 ) = 
𝐸 𝐷 +𝐸 𝑉 + 

𝜑𝑛
𝜆

𝑚−1
𝑛=0 + 

𝜑𝑛
𝜆

𝑁−1
𝑛 =𝑚

1−𝜆𝐸 𝑋 [𝐸 𝑠1 +𝑟𝐸 𝑠2 ]
 (1)  

E(N) =(𝜆𝐸 𝑋 )2(E(𝑠1
2) + 2𝑟𝐸 𝑠1 𝐸 𝑠2 + 𝑟E(𝑠2

2)) +
𝜆𝐸(𝑋(𝑋−1))(𝑟𝐸 𝑠2 +𝐸 𝑠1 )

2(1−(𝜆𝐸(𝑥)[𝐸 𝑠1 +𝑟𝐸 𝑠2 ])
 + 

1

𝐸 𝐷 +𝐸 𝑉 + 
𝜑𝑛
𝜆

𝑚−1
𝑛=0 + 

𝜑𝑛
𝜆

𝑁−1
𝑛 =𝑚

[
𝜆𝐸 𝑉 (𝐸 𝐷2 +2𝐸 𝐷 𝐸 𝑉 +𝐸(𝑉2)

2
+

 𝑛𝜓𝑛
𝑚 −1
𝑛 =0

𝜆
+  𝑛𝜓𝑛

𝑚−1
𝑛=0 𝐸 𝐷 𝐸 𝑋 +

 𝑛𝜑𝑛
𝑁−1
𝑛 =𝑚

𝜆
] (2) 

 

RESULT 

We extend the above queuing system in fuzzy environment. Suppose the arrival rate λ, expected group 

size X, setup time D, vacation time V, service time for FES  𝑆1, service time for SOS 𝑆2 and probability 

for opting second channel r are approximately known and can be represented as fuzzy sets 

𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  𝑎𝑛𝑑 𝑟 . Using α-cuts for the arrival rate, expected group size, setup time, vacation time, 

service times and probability for opting second channel, which are represented by different levels of 
confidence. 

Let this interval of confidence be represented by [𝑥1𝛼  , 𝑥2𝛼 ]. Since the probability distribution for the α 

cuts can be represented by uniform distributions. We have P (𝑥𝛼 ) = 
1

𝑥2𝛼−𝑥1𝛼
 [𝑥1𝛼  ≤ 𝑥𝛼 ≤ 𝑥2𝛼 ] Then the 
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mean and the second order moment of the distribution are obtained as 1/2[𝑥2𝛼 + 𝑥1𝛼  ] and  
𝑥2𝛼

3−𝑥1𝛼
3

3(𝑥2𝛼−𝑥1𝛼)
 . 

Further its variance is given by 1/12[𝑥2𝛼 − 𝑥1𝛼 ]2  

Let 𝜂
𝜆
(y), 𝜂𝑋 (x), 𝜂𝐷(u), 𝜂𝑉(v), 𝜂𝑆1

(s), 𝜂𝑆2
(t), 𝜂𝑟 (q) denote the membership function of 𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  , 𝑟 

respectively. Now we have the following fuzzy sets as, 

𝜆  = { (y , 𝜂 𝜆 , 𝑦  ) / y ∈ 𝑌} (3) 

𝑋 = { ( x , 𝜂𝑋
 𝑥  / x ∈ 𝑋} (4) 

𝐷 = { ( u , 𝜂𝐷
 𝑢  / u ∈ 𝑈} (5) 

𝑉 = { ( v , 𝜂𝑉
 𝑣  / v ∈ 𝑉} (6) 

𝑆1 = { (s , 𝜂𝑆1
 𝑠  / s ∈ S } (7) 

𝑆2 = { (t , 𝜂𝑆2
 𝑡  / t ∈  𝑇 } (8) 

𝑟 = { (q , 𝜂𝑟 𝑞  / q ∈ 𝑄} (9) 
where Y,X,U,V,S,T and Q are the crisp universal sets of the batch arrival rate, expected group size, setup 

time, vacation time, service time for FES, service time for SOS and probability for opting second service 

channel respectively. 

Let z = f(y,x,u,v,s,t,q) denote the system characteristics of interest. Since 𝜆, 𝑋, 𝐷, 𝑉, 𝑆1 , 𝑆2  , 𝑟 are fuzzy 

numbers, f(𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  , 𝑟 ) is also a fuzzy number. By Zadeh’s extension principle the membership 

function of the system characteristics f(𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  , 𝑟 ) is defined as  

 𝜂
f 𝜆,𝑋,𝐷,𝑉,𝑆1 ,𝑆2  ,𝑟   

(z)= min⁡{𝑦∈𝑌,𝑥∈𝑋,𝑢∈𝑈,𝑣∈𝑉,
𝑠∈𝑆,,𝑡∈𝑇,𝑞∈𝑄

𝑠𝑢𝑝
 𝜂

𝜆
(y), 𝜂𝑋 (x), 𝜂𝐷(u), 𝜂𝑉(v), 𝜂𝑆1

(s), 𝜂𝑆2
(t), 𝜂𝑟(q) /  

z = f(y,x,u,v,s,t,q)} (10) 

Also assume if the system characteristics of interest are expected cycle length E(𝑇𝑐𝑦𝑐𝑙𝑒 ), and mean system 

size E(N). Then we have to find the membership function of E(𝑇𝑐𝑦𝑐𝑙𝑒 ), and E(N). Thus we consider 

E(𝑇𝑐𝑦𝑐𝑙𝑒 ) 𝑎𝑠 

f(y,x,u,v,s,t,q) = 
𝐸 𝑢 +𝐸 𝑣 + 

𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 

and the membership function of expected cycle length E(𝑇𝑐𝑦𝑐𝑙𝑒 ) is given by 

 𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒  

(z)= min⁡{𝑦∈𝑌,𝑥∈𝑋,𝑢∈𝑈,𝑣∈𝑉,
𝑠∈𝑆,,𝑡∈𝑇,𝑞∈𝑄

𝑠𝑢𝑝
 𝜂

𝜆
(y), 𝜂𝑋 (x), 𝜂𝐷(u), 𝜂𝑉(v), 𝜂𝑆1

(s), 𝜂𝑆2
(t), 𝜂𝑟 (q) /  

z = 
𝐸 𝑢 +𝐸 𝑣 + 

𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
} (11)  

Likewise the membership function of the E(N) is also obtained. The membership function in the above 

equation is not in the usual forms thus making it very difficult to imagine its shapes. For this we approach 

the problem by using the mathematical programming techniques. Parametric NLPs are developed to find 

α cut of f(𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  , 𝑟) based on the extension principle. 

To construct the membership function of  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) = α, we have to derive the α cuts of E(𝑇𝑐𝑦𝑐𝑙𝑒 ). The 

α cuts of 𝜆, 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2  , 𝑟 are represented as follows 

 λ(α) = [𝑦𝛼
𝐿 𝑦𝛼

𝑈] = [ min{ y∈ 𝑌/ 𝜂 𝜆 , 𝑦 ≥ 𝛼 }, max{ y∈ 𝑌/ 𝜂 𝜆 , 𝑦 ≥ 𝛼 }] (12a) 

 X(α) = [𝑥𝛼
𝐿  𝑥𝛼

𝑈  ] = [ min{ x∈ X/ 𝜂𝑋
 𝑥 ≥ α }, max { x∈ X/ 𝜂𝑋

 𝑥 ≥ α }] (12b) 

 D(α) = [𝑢𝛼
𝐿  𝑢𝛼

𝑈] = [min{ u∈ 𝑈/ 𝜂 𝐷  𝑢 ≥ 𝛼 }, max{u∈ 𝑈/ 𝜂 𝐷  𝑢 ≥ 𝛼 }] (12c) 

 V(α) = [𝑣𝛼
𝐿  𝑣𝛼

𝑈] = [ min{ v∈ 𝑉/ 𝜂 𝑉  𝑣 ≥ 𝛼 }, max{ v∈ 𝑉/ 𝜂 𝑉  𝑣 ≥ 𝛼 }] (12d) 

 𝑆1(α) = [𝑠𝛼
𝐿  𝑠𝛼

𝑈 ] = [ min { s∈ S / 𝜂𝑆1
 𝑠  ≥ α }, max{ s∈ S /  𝜂𝑆1

 𝑠  ≥ α }] (12e) 

 𝑆2(α) = [𝑡𝛼
𝐿  𝑡𝛼

𝑈] = [ min { t∈ 𝑇 / 𝜂𝑆2
 𝑡  ≥ α }, max { t∈ 𝑇 /  𝜂𝑆2

 𝑡  ≥ α }] (12f)  

 r(α) = [𝑞𝛼
𝐿  𝑞𝛼

𝑈] = [ min{ q∈ 𝑄/ 𝜂 𝑟 , 𝑞 ≥ 𝛼 }, max { q∈ 𝑄/ 𝜂 𝑟 , 𝑞 ≥ 𝛼 }] (12g) 

Further, the bounds of these intervals can be described as functions of α and can be obtained as 
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 𝑦𝛼
𝐿 = min 𝜂𝜆 ,

−1(𝛼) 𝑦𝛼
𝑈  = max 𝜂𝜆 

−1(𝛼) 

 𝑥𝛼
𝐿  = min𝜂

𝑋
−1 (𝛼) 𝑥𝛼

𝑈  = max 𝜂
𝑋
−1(𝛼) 

 𝑢𝛼
𝐿  = min 𝜂𝐷 

−1(𝛼) 𝑢𝛼
𝑈  = max 𝜂𝐷 

−1(𝛼) 

 𝑣𝛼
𝐿  = min 𝜂𝑉 

−1(𝛼) 𝑣𝛼
𝑈  = max 𝜂𝑉 

−1(𝛼) 

 𝑠𝛼
𝐿 = min 𝜂𝑆1   

−1(𝛼) 𝑠𝛼
𝑈  = max 𝜂𝑆1   

−1(𝛼) 

 𝑡𝛼
𝐿  = min 𝜂𝑆2   

−1(𝛼) 𝑡𝛼
𝑈  = max 𝜂𝑆2   

−1(𝛼)  

 𝑞𝛼
𝐿  = min 𝜂𝑟 

−1(𝛼) 𝑞𝛼
𝑈  = max 𝜂𝑟 

−1(𝛼) 

Thus by making use of the α-cuts for E(𝑇𝑐𝑦𝑐𝑙𝑒 ) we construct the membership functions of (11) which is 

parameterized by α. Now to derive the membership function of E(𝑇𝑐𝑦𝑐𝑙𝑒 ) it is suffice to find the left and 

right shape function of  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z). This can be achieved by following the Zadhe’s extension principle 

for  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) which is the minimum of 𝜂 𝜆 , 𝑦 ,  𝜂𝑋
 𝑥 , 𝜂 𝐷  𝑢 , 𝜂 𝑉  𝑣  ,  𝜂𝑆1

 𝑠 ,  𝜂𝑆2
 𝑡 , 𝜂 𝑟  𝑞  . Then at 

least one the following cases to be hold which satisfies  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) = α. hence, 

Case(i) 

 𝜂 𝜆 , 𝑦 = 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟 (q) ≥ α 

Case(ii) 

 𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 = 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟 (q) ≥ α 

Case (iii) 

 𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 = 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟 (q) ≥ α  

Case(iv) 

𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 = 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟 (q) ≥ α  

Case(v) 

𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 = 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟 (q) ≥ α  

 Case (vi) 

𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 = 𝛼 , 𝜂𝑟 (q) ≥ α  

Case (vii) 

𝜂 𝜆 , 𝑦 ≥ 𝛼, 𝜂𝑋
 𝑥 ≥ 𝛼 ,𝜂𝐷

 𝑢 ≥ 𝛼, 𝜂𝑉
 𝑣 ≥ 𝛼, 𝜂𝑆1

 𝑠 ≥ 𝛼, 𝜂𝑆2
 𝑡 ≥ 𝛼 , 𝜂𝑟(q) = α  

This can be accomplished by using parametric NLP techniques. The NLP techniques to find the lower and 

upper bounds of α cut of  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) for case (i) is 

 [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿1= min { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13 a) 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈1= max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13 b) 

For case (ii) as 

[ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿2 = min{ 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13c)  

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈2= max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛=𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13d) 

For case (iii) as 

 [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿3= min{ 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

 𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13e)  

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈3 = max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13f)  

 For case (iv) as 
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 [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿4 = min { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛=𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13g) 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈4 = max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13h) 

For case (v) as 

 [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿5 = min { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13i)  

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈5 = max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚  

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13j) 

For case (vi) as 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿6 = min { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13k) 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈6=max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13l)  

For case (vii) as 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿7 = min { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13m)  

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈7=max { 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸 𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (13n) 

As λ(α),X(α),D(α),V(α),𝑆1 𝛼 , 𝑆2 (α),r(α) are given in equations ( 12 a-g ) y ∈ λ α , x ∈ 𝑋 α , u ∈ 𝐷(α) , 
v ∈ 𝑉 α , s ∈  𝑆1 𝛼 , t ∈ 𝑆2 (α), q ∈  𝑟(α) can be replaced by y ∈ [𝑦𝛼

𝐿  𝑦𝛼
𝑈] , x ∈  𝑥𝛼

𝐿  𝑥𝛼
𝑈  , u ∈ [𝑢𝛼

𝐿  𝑢𝛼
𝑈 ] , 

v ∈ [𝑣𝛼
𝐿  𝑣𝛼

𝑈 ] , s ∈ [𝑠𝛼
𝐿  𝑠𝛼

𝑈 ], t ∈ [ 𝑡𝛼
𝐿  𝑡𝛼

𝑈 ], q ∈ [𝑞𝛼
𝐿  𝑞𝛼

𝑈] and which are given by the α cuts and in turn they 

form a nested structure with respect to α which are expressed in (13a-n). Hence for given 0< 𝛼2< 𝛼1< 1, 

we have [  𝑦𝛼1
𝐿  𝑦𝛼1

𝑈  ]  ⊆ [ 𝑦𝛼2
𝐿  𝑦𝛼2

𝑈  ] , [  𝑥𝛼1
𝐿  𝑥𝛼1

𝑈  ]  ⊆ [ 𝑥𝛼2
𝐿  𝑥𝛼2

𝑈  ] , [  𝑢𝛼1
𝐿 𝑢𝛼1

𝑈  ]  ⊆ [ 𝑢𝛼2
𝐿  𝑢𝛼2

𝑈  ] , [  𝑣𝛼1
𝐿 𝑣𝛼1

𝑈  ]  ⊆
[ 𝑣𝛼2

𝐿  𝑣𝛼2
𝑈  ], [ 𝑠𝛼1

𝐿  𝑠𝛼1
𝑈  ] ⊆ [ 𝑠𝛼2

𝐿  𝑠𝛼2
𝑈  ], [ 𝑡𝛼1

𝐿  𝑡𝛼1
𝑈  ] ⊆ [ 𝑡𝛼2

𝐿  𝑡𝛼2
𝑈  ], [ 𝑞𝛼1

𝐿  𝑞𝛼1
𝑈  ] ⊆ [ 𝑞𝛼2

𝐿  𝑞𝛼2
𝑈  ]. Thus equations 

(13a), (13c), (13e), (13g), (13i), (13k) and (13m) have the unique smallest element and equations (13b), 
(13d), (13f), (13h),(13j), (13l) and (13n) have the unique largest element. Now, to find the membership 

function of  𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) which is equivalent to find the lower bound of [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿  and upper bound of 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈 are written as, 

[E 𝑇𝑐𝑦𝑐 𝑙𝑒  ]𝛼
𝐿  = min{ 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚−1
𝑛=0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛 =𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (14a) where, 𝑦𝛼 

𝐿 ≤ 𝑦 ≤ 𝑦𝛼
𝑈 ,  𝑥𝛼

𝐿 ≤ 𝑥 ≤ 𝑥𝛼
𝑈 ,  𝑢𝛼

𝐿 ≤ 𝑢 ≤

𝑢𝛼𝑈, 𝑣𝛼𝐿≤𝑣≤𝑣𝛼𝑈, 𝑠𝛼 𝐿≤𝑠≤𝑠𝛼𝑈,𝑡𝛼𝐿≤𝑡≤ 𝑡𝛼𝑈, 𝑞𝛼𝐿≤q≤𝑞𝛼𝑈.  

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝑈 = max{ 

𝐸 𝑢 +𝐸 𝑣 + 
𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛=𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 } (14b) where, 𝑦𝛼 

𝐿 ≤ 𝑦 ≤ 𝑦𝛼
𝑈 ,  𝑥𝛼

𝐿 ≤ 𝑥 ≤ 𝑥𝛼
𝑈 ,  𝑢𝛼

𝐿 ≤ 𝑢 ≤

𝑢𝛼𝑈, 𝑣𝛼𝐿≤𝑣≤𝑣𝛼𝑈, 𝑠𝛼 𝐿≤𝑠≤𝑠𝛼𝑈, 𝑡𝛼𝐿≤𝑡≤ 𝑡𝛼𝑈, 𝑞𝛼𝐿≤q≤𝑞𝛼𝑈.  
(i.e) At least any one of y, x, u, v, s, t, q must hit the boundaries of their α cut that satisf 𝜂

E 𝑇𝑐𝑦𝑐𝑙𝑒   
(z) = α 

The crisp interval [E 𝑇𝑐𝑦𝑐𝑙𝑒  
𝛼

𝐿
, E 𝑇𝑐𝑦𝑐𝑙𝑒  

𝛼

𝑈
]obtained from (14a) and (14b) represent α cuts of E 𝑇𝑐𝑦𝑐𝑙𝑒  . 

By applying the results of Zimmerman (2001) and convexity property, we obtain [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼1
𝐿  ≥ 

[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼2
𝐿  and [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼1

𝑈  ≤ [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼2
𝑈 , where 0< 𝛼2< 𝛼1< 1. 

In other words E 𝑇𝑐𝑦𝑐𝑙𝑒  
𝛼

𝐿
 increases and E 𝑇𝑐𝑦𝑐𝑙𝑒  

𝛼

𝑈
 decreases as α increases, consequently the 

membership function 𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) can be found from (14) If both [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿  and [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼

𝑈  are 

invertible with respect to α then the left shape function L(z) =[ E 𝑇𝑐𝑦𝑐𝑙𝑒  
𝛼

𝐿
]−1 and right shape function 

R(z) =[ E 𝑇𝑐𝑦𝑐𝑙 𝑒 𝛼

𝑈
]−1 can be derived, such that 
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 𝜂
E 𝑇𝑐𝑦𝑐𝑙𝑒   

(z) =  

𝐿 𝑧  [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼=0
𝐿 ≤ 𝑧 ≤ [E 𝑇𝑐𝑦𝑐𝑙𝑒   ]𝛼=1

𝐿

1 [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼=1
𝐿 ≤ 𝑧 ≤ [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼=1

𝑈

𝑅 𝑧  [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼=1 
𝑈 ≤ 𝑧 ≤  [ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼=0

𝑈

  

 

In many cases, the value of {[ E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿  [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼

𝑈  / α∈ [0 1]}  cannot be solved analytically, 

consequently a closed form membership function of E 𝑇𝑐𝑦𝑐𝑙𝑒   cannot be obtained. The numerical 

solutions for [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿  𝑎𝑛𝑑 [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼

𝑈 at different levels of α can be collected that approximate the 

shape of L (z) and R(z) (i.e.,) the set of intervals{[E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼
𝐿  [E 𝑇𝑐𝑦𝑐𝑙𝑒  ]𝛼

𝑈 / ∈ [0 1] } will estimate the 

shapes.  

Numerical Example 

Consider a fuzzy bi level threshold policy of  𝑀𝑋/(𝐺1, 𝐺2)/1/SV queuing system. The corresponding 

parameters such as the arrival rate λ, expected group size X, setup time D, vacation time V, service time 

for FES 𝑆1, service time for SOS 𝑆2 and probability for opting second channel r are fuzzy numbers.   

Let 𝜆  = [0.4,0.401,0.402,0.403], 𝑋 = [1.55,1.65,1.75,1.85] 𝐷 =[1,1.5,2,2.5], 𝑣  =[0.5, 0.6,0.7,0.8 ], 𝑆1  = 

[0.1, 0.15, 0.2, 0.25], 𝑆2 = [ 0.5,0.6,0.7,0.8], 𝑟 =[ 0.2,0.3,0.4,0.5]  
Then the expected length of the cycle, and the mean system size are given by, 

E 𝑇𝑐𝑦𝑐𝑙𝑒   = 
𝐸 𝑢 +𝐸 𝑣 + 

𝜑𝑛
𝑦

𝑚 −1
𝑛 =0 + 

𝜑𝑛
𝑦

𝑁−1
𝑛=𝑚

1−𝑦𝐸  𝑥 [𝐸 𝑠 +𝑞𝐸 𝑡 ]
 

E(N) =(𝑦𝐸 𝑥 )2(E(𝑠2) + 2𝑞𝐸 𝑠 𝐸 𝑡 + 𝑞E(𝑡2)) +
𝑦𝐸 (𝑥(𝑥−1))(𝑞𝐸 𝑡 +𝐸 𝑠 )

2(1−(𝑦𝐸(𝑥)[𝐸 𝑠 +𝑞𝐸 𝑡 ])
 + 

1

𝐸 𝐷 +𝐸 𝑉 + 
𝜑𝑛
𝜆

𝑚−1
𝑛=0 + 

𝜑𝑛
𝜆

𝑁−1
𝑛 =𝑚

[
𝜆𝐸 𝑉 (𝐸 𝐷2 +2𝐸 𝐷 𝐸 𝑉 +𝐸(𝑉2)

2
+

 𝑛𝜓𝑛
𝑚 −1
𝑛 =0

𝜆
+  𝑛𝜓𝑛

𝑚−1
𝑛=0 𝐸 𝐷 𝐸 𝑋 +

 𝑛𝜑𝑛
𝑁−1
𝑛 =𝑚

𝜆
] 

 and y,x,u,v,s,t,q are the fuzzy variable corresponding to 𝜆 , 𝑋, 𝐷, 𝑉, 𝑆1, 𝑆2 , 𝑟 respectively. Thus,  𝑦𝛼
𝐿  𝑦𝛼

𝑈   =
 0.4 + 0.0001α 0 .403 − 0.0001α ,   𝑥𝛼

𝐿  𝑥𝛼
𝑈   =  1.55 + 0.1α 1. 85 − 0.1α , [  𝑢𝛼

𝐿  𝑢𝛼
𝑈 ]= [1+0.5α, 2.5-

0.5α], [  𝑣𝛼
𝐿  𝑣𝛼

𝑈 ]= [0.5+0.1α, 0.8-0.1α],   𝑠𝛼
𝐿  𝑠𝛼

𝑈  = [0.1 + 0.05α 0.25 − 0.05α]    𝑡𝛼
𝐿  𝑡𝛼

𝑈  = [0.5 +
0.1α 0.8 − 0.1α]  [  𝑞𝛼

𝐿  𝑞𝛼
𝑈 ]= [0.2+0.1α, 0.5-0.1α]. By substituting the above values, the effect of 

parameters on the expected cycle length 𝐸(𝑇𝑐𝑦𝑐𝑙𝑒 ), and mean system size E(N) are tabulated and their 

graphical representations are also shown below 

 

 
Figure 1: The membership function for fuzzy 𝑬(𝑻𝒄𝒚𝒄𝒍𝒆) 
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Table 1: The α cuts for the performance measure of 𝑬(𝑻𝒄𝒚𝒄𝒍𝒆) 

α E(𝑻𝑪𝒚𝒄𝒍𝒆) low E(𝑻𝑪𝒚𝒄𝒍𝒆)upp 

0 9.33636134 11.19899 

.1 9.38776351 11.1241 

.2 9.43977988 11.05026 

.3 9.49242148 10.97746 

.4 9.54569961 10.90568 

.5 9.59962582 10.83488 

.6 9.65421197 10.76506 

.7 9.70947018 10.69619 

.8 9.7654129 10.62825 

.9 9.82205287 10.56122 
1 9.87940315 10.4951 

  

Table 2: The α cuts for the performance r measure of E(N) 

 E(N) low  E(N) upp 

0 1.486717 1.674968 
.1 1.491894 1.665163 

.2 1.497128 1.655577 

.3 1.502423 1.646204 

.4 1.507778 1.637039 

.5 1.513197 1.628079 

.6 1.518681  1.61932 

.7 1.524231 1.610755 

.8 1.529851 1.602382 

.9 1.535541 1.594197 

1 1.541305 1.586194 

  

 

 
Figure 2: The membership function for fuzzy E(N) 

 

Here we perform α cuts of fuzzy E(𝑇𝐶𝑦𝑐𝑙𝑒 ) and E(N) at eleven distinct α levels 0,0.1,0.2,……1.0. Crisp 

intervals for fuzzy E(𝑇𝐶𝑦𝑐𝑙𝑒 ) with single vacation at different possible α levels are presented in table 1, 
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similarly the other performance measure such as E(N) are presented in table 2. Figure 1 depicts the rough 

shape of E(𝑇𝐶𝑦𝑐𝑙𝑒 ) constructed from α values. The rough shape turns out rather fine and look like a 

continuous function. The other performance measure E(N) is represented by Figure 2.The α cut depicts 

that these two performance measures will lie only in the specified associated range. We find that the 

above information is very useful for designing the fuzzy queuing system. 

Conclusion 

The fuzzy queuing model has more applicability in the real environments than the crisp systems. This 

paper applies the concept of α cut and Zadeh’s extension principle to fuzzy Bi level threshold policy of 

𝑀𝑋/(𝐺1, 𝐺2)/1/SV queuing system and thereby deriving the membership function of the expected length 

of the cycle, for this model . We find that it is more meaningful to express E(𝑇𝐶𝑦𝑐𝑙𝑒 ) and E(N) as a 

membership function rather than by crisp values (i.e) as fuzzy performance measures. The benefit and 
significance of such a fuzzy performance measure include maintaining the fuzziness of input information 

completely and the results can be used to represent the fuzzy system more accurately. 
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